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Comment on ‘‘Algorithm for normal random numbers’’
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We have performed some simple statistical tests on the recently proposed algorithm for generating normally
distributed random numbers and we find that it has some serious flaws with regard to practical application. In
particular, we find that there is a statistically significant difference between the sample mean and that expected
when using the original authors’ recommended parameters of the algorithm. Only by significantly increasing
these parameters, at the cost of considerable extra computational effort, do we get satisfactory statistics.
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I. INTRODUCTION

In a recent paper, Ferna´ndez and Criado@1# published a
new algorithm for generating normally distributed rando
numbers, which they claimed was considerably simpler
faster than the traditional Box-Muller algorithm@2#.

The algorithm simulatesN particles exchanging energ
using a simple stochastic rule, and the corresponding vel
ties are used as a source of pseudorandom numbers.
provide a proof that, for any initial state of theseN particles,
the system is ergodic, and in theN→` limit it will tend to
the Maxwell velocity distribution. In order to achieve thi
the system must first be equilibrated bynp passes through al
N particles to remove any dependency on this initial stat

The authors state that ‘‘N'104 is sufficient in order to
generate as many as 1015 pseudorandom numbers, with
roughly 10% error in the probability of the largest number
the sequence.’’ and ‘‘Deviations from equilibrium are stat
tically insignificant fornp>2 andN51024 andnp>4 and
N51 048 576. Sincenp is expected to increase as lnN, np
58 should provide ample warm up for any foreseeable
plications.’’ We have performed some simple tests of t
new algorithm, and while we certainly agree that as p
sented it is faster than the Box-Muller algorithm and simp
to code, we do have some serious reservations about its
in practice that we wish to highlight here. In particular, w
disagree with these two highlighted statements, which th
fore raises basic questions about the applicability of this
gorithm for general purpose usage.

II. METHOD

We implemented the algorithm as described@1#, with the
‘‘minimal standard’’ uniform pseudorandom number gene
tor of Park and Miller@3# combined with an additional Mar
saglia shift@4#. This combined generator has been shown
be a very reliable generator of pseudorandom numbers
formly distributed on@0,1#.

We then calculated the sample meanx̄ and sample vari-
ances2 of Nrand pseudorandom numbersxi drawn from the
standard normal distributionN(0,1), i.e., with population
meanm50 and population variances251. We compared
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the results to those generated by the standard Box-Mu
technique and corresponding exact answers. We used the
lowing standard statistics@5#.

The expected sample mean is

x̄5m5
( xi

Nrand
,

and the expected variance of the sample mean is

V@ x̄#5
s2

Nrand
.

Similarly, the expected sample variance is

s25
Nrand21

Nrand
s25

( ~xi2 x̄!2

Nrand21
,

and the expected variance of the sample variance is

V@s2#5
1

Nrand

H ( ~xi2 x̄!4

Nrand
2

Nrand23

Nrand21
F( ~xi2 x̄!2

Nrand

G 2J .

For the normal distributionN(0,1) we have the following
exact analytic results:

V@ x̄#5
1

Nrand
,

V@s2#;
2

Nrand
,Nrand@1.

Our test procedure was as follows
~1! Initialize the uniform pseudorandom number gene

tor, with a seed based upon the current system clock.
~2! ‘‘Warm up’’ the normal pseudorandom number ge

erator, withnp passes through allN particles.
~3! Generate 100*Nrand pseudorandom normal deviate

and calculate the above statistics for each block ofNrand
numbers.

~4! We then test each block for statistically significa
differences, by doing a hypothesis test at the 99% confide
©2001 The American Physical Society01-1
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level to see if the sample mean is significantly different fro

the population mean, i.e., isum2 x̄u.2.575AV@ x̄#? If so,
then flag this as a significant difference. With 100 indep
dent blocks of numbers and therefore 100 such tests, we
reasonably expect one failure.

~5! Repeat the hypothesis test for sample variance, i.e
us2su.2.575AV@s2#? Again, with 100 such tests, we ca
reasonably expect one failure.

III. RESULTS

As we were only generating blocks ofNrand5106 pseudo-
random numbers, we expected good results withN51024
and np52 given the statements made in the original pa
@1#. This was not the case. We then extended the test
consider other, larger values ofN andnp , and calculated the
hypothesis-test failure rates at the 99% confidence level.
summarize the observed failure rates in Table I.

We also repeated this procedure to test the standard B
Muller generator, and found that this did indeed give t
expected statistics. In 100 tests, we found one failure in
mean test and no failures in the variance test at the 9
confidence level.

TABLE I. Failure rates at 99% confidence level for samp
mean and variance of the pseudorandom number generator, c
lated from 100 successive blocks of 106 numbers. The expecte
failure rate is 1%.

N np

Failure rate
of mean

Failure rate
of variance

1024 2 33% 0%
1024 4 32% 0%
1024 8 35% 0%
1024 16 31% 0%
65536 2 24% 0%
65536 4 24% 0%
65536 8 26% 0%
65536 16 20% 0%
1048576 2 21% 3%
1048576 4 14% 0%
1048576 8 6% 0%
1048576 16 4% 0%
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IV. CONCLUSIONS

The results clearly show that the recently proposed n
mal pseudorandom number generator requires much lo
‘‘warm up’’ times np than is suggested in the original pap
@1#. Even with significantly extended ‘‘warm up’’ times, w
still find that there are statistically significant differences
the expected behavior in the sample means, although
sample variance is behaving in an acceptable manner.
problem is reduced by going to significantly larger values
N than are to be expected on the basis of the original pa
but even here, the results are not satisfactory until consi
ably larger values ofN andnp are used. On the basis of th
original paper, we expected satisfactory statistics forNrand

5106 from N51024 andnp52. On the basis of the test
reported here, we find that even values ofN51 048 576 and
np516 are only marginally satisfactory.

The main advantage of the proposed method was its sp
relative to the traditional Box-Muller method. We find th
the need to increasenp and N in order to get satisfactory
statistics significantly reduces the speed advantage. For
case ofN51024 andnp52, we find that the ‘‘warm up’’
period takes 0.001 seconds and that it takes 57 second
calculate and test 100 blocks ofNrand5106 numbers. Increas-
ing the values toN51 048 576 andnp516, we find that the
‘‘warm up’’ period takes 38 seconds and that it now tak
115 seconds to calculate and test 100 blocks ofNrand5106

numbers. Note that there is an increased memory overh
required in storing the necessary data for a much larger v
of N. As a comparison, using the same uniform random nu
ber generator and the traditional Box-Muller normal devia
generator, it takes 95 seconds to calculate and test 100 bl
of Nrand5106 numbers.

We therefore recommend that any proposed use of
normal pseudorandom number generator be approached
caution, particularly with regard to the basic parametersN
andnp of the algorithm.
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